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Probabilities Are All You Need: A Probability-Only Approach to

Uncertainty Estimation in Large Language Models
Manh Nguyen, Sunil Gupta, Hung Le

Core idea: Approximate FPredictive Entropy using only the response’s top-K probabilities,

Question: What is the fastest animal on Earth?

The fastest animal on Earth is the SIOtH.
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where K is adaptively chosen by thresholding a

Abstract

e Large Language Models (LLMs) perform well across NLP
tasks but are prone to hallucinations—factually incorrect
outputs that undermine reliability in real-world applications.

e Estimating uncertainty is a key strategy to detect
hallucinations. However, existing methods often require
sampling or extra computation to assess predictive entropy.

e We propose a training-free, efficient method to estimate
uncertainty based on top-K output probabilities.

Background

In the context of LLMs, we can measure the uncertainty of

a generation as:
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The probability of generating sequence vy given a prompt x:
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where T is the length of the generated sequence, and y' is

the token at position t. Taking the logarithm, we get Negative

Log-Likelihood (NLL):

NLL(y|z) =

However, NLL is relying solely on a single generation

p(ylr) =

—NLL(y|:L')

Z log p(y*ly~*, ).

that

can miss plausible alternatives, limiting the ability to capture

response uncertainty in ambiguous or high-variance prompts.

Method

For simplicity, we use pi* to represent the probability of the
top 1-th generation p(yi*lx). We introduce an approximation of
Predictive Entropy as a PRobability-Only uncertainty score

(PRO):
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Proposition 1. Let y* = (y7,v5, - - -
top K generations of a LLM given prompt x. The
predictive entropy approximation using the top KK
probabilities satisfies the following inequality:
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, Y5 ) be the
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Adaptive Top-K selection

Instead of using a fixed top-K, we propose an adaptive
constraint that filters out low-probability generations,
ensuring the uncertainty estimation focuses on the most
confident and relevant responses.

Pk ={pk| px > a,1 <k <N}
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